**Тема: Лінійна залежність і незалежність векторів.**

План

1. Поняття лінійно залежних і лінійно незалежних векторів.
2. Властивості лінійно залежних векторів.
3. Приклади задач на лінійну залежність та лінійну незалежність векторів.
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Питання для самоконтролю

1. Що називається лінійно залежними векторами?
2. Які вектори називаються лінійно незалежними?
3. Сформулюйте властивості лінійно залежних векторів.
4. Які методи встановлення лінійної залежності і незалежності векторів існують?

Завдання для самоконтролю

Вивчити означення і методи дослідження на лінійну залежність векторів.

З’ясувати лінійну залежність векторів:

а)  = (),   = (),  = ( )

б)  = (),   = (),  = ( )

1. **Поняття лінійно залежних і лінійно незалежних векторів.**

Вектори бувають лінійно залежними або незалежними. Ці властивості визначають на основі наступних правил:   
1) Вектори ![http://yukhym.com/images/stories/Vector/Vec2_006.gif](data:image/gif;base64,R0lGODdhVgAaAIgAAP///wAA/ywAAAAAVgAaAAACk4SPqcvtD6OctNqLs968+w+G4kiW5hOkqgqtbumu50zXNpICQZXvdG/x5SZC36nIOxgjxiVMmYQanIplcwiyRqdTakKrk37ARHHY0Vx4Neko8KwEv83YOrKLw+9667iuHWe1RyV494fXJXiod+HV96UW1MIlCckUuYVGmQmHstkp8SglysDCIzNjeLPK2ur6CgtbAAA7) називаються лінійно залежними, якщо знайдуться такі дійсні числа ![http://yukhym.com/images/stories/Vector/Vec2_007.gif](data:image/gif;base64,R0lGODdhUwAaAIgAAP///wAA/ywAAAAAUwAaAAACmoSPqcvtD6OctNqLs968+w9KQWCN4WNeZHmi6ts2K0vHy1zhk24fvGgYpVwA4Q+0MgKLlGQP4dwFm9Nn9SgbVrM84cmbY/qwU92M/ELfxD4XVh2GQ9vRcbusOONSQ/6eXkSiNRd0lgCmt1aYGGgXaFhoJ3d3uERIRTS5RUl0KQVRZ7npUKc5yhAaAdak9JRkahUrO0tba3uLUAAAOw==), одночасно не рівні нулю, при яких справджується рівність  
![http://yukhym.com/images/stories/Vector/Vec2_008.gif](data:image/gif;base64,R0lGODdhvgAaAIgAAP///wAA/ywAAAAAvgAaAAAC/4SPqcvtD6OctNqLs968+w+G4kiW5omm6sq27tsEwSvDZG1jM52Pew+Q4WIPoXHoQCZ+yaNwotRED8ymsyrdTamlbTDltXixMCaZezt/UeHKGBg0q7XPRU2teMfDdzfeT7T31xdxhYWkh0cHYZhn8LfWRnWV0bj0WPgISYF4ppWEJrH1WRQKtSnqiclo2tHJUGdq1mrnGRU7OzmIWmi7mfvxaremiZArOUq8GmkcqsjLqPrbnOqUJwerrPwDHCMdyJ3tHfzNugzSTf1FukoIfYl52D4jL8a96Ma1OLQf559VbFhAbXfC6Zgk0N+UdwNxSHI0UKExeve0XTAiJtMNKDhwQFmEyBCdRhG8QrZgBy7HNJLnxJkE01LgS1dtYnk4UgRjR5CDIu78CTSo0KFEixo9ijSpUjgFAAA7)

2) Якщо рівність ![http://yukhym.com/images/stories/Vector/Vec2_009.gif](data:image/gif;base64,R0lGODdhvgAaAIgAAP///wAA/ywAAAAAvgAaAAAC/4SPqcvtD6OctNqLs968+w+G4kiW5omm6sq27tsEwSvDZG1jM52Pew+Q4WIPoXHoQCZ+yaNwotRED8ymsyrdTamlbTDltXixMCaZezt/UeHKGBg0q7XPRU2teMfDdzfeT7T31xdxhYWkh0cHYZhn8LfWRnWV0bj0WPgISYF4ppWEJrH1WRQKtSnqiclo2tHJUGdq1mrnGRU7OzmIWmi7mfvxaremiZArOUq8GmkcqsjLqPrbnOqUJwerrPwDHCMdyJ3tHfzNugzSTf1FukoIfYl52D4jL8a96Ma1OLQf559VbFhAbXfC6Zgk0N+UdwNxSHI0UKExeve0XTAiJtMNKDhwQFmEyBCdRhG8QrZgBy7HNJLnxJkE01LgS1dtYnk4UgRjR5CDIu78CTSo0KFEixo9ijSpUjgFAAA7) виконується лише за умови, що ![http://yukhym.com/images/stories/Vector/Vec2_010.gif](data:image/gif;base64,R0lGODdheAAaAIgAAP///wAA/ywAAAAAeAAaAAACroSPqcvtD6OctNqLs968+w+G4kiWphMEY3qG7KWurQuT8ezdlQ7yuOaTBDvDn6X4iKVejaUzqFxCntINlYmIYlEGZA3gNSa7FCUNLM6Yy9vwtL1NM6pl9CGevSpUutvw6pakl8B3ZHfHUbgQaKQ44WfHOIfII7nnF4UBmYmHiQh052NJ6Ak2StbV5xhx+iinhipU0voaWSdzWCub+0bb5KR7ixdMXGx8jJysvGxRAAA7) , то вектори ![http://yukhym.com/images/stories/Vector/Vec2_011.gif](data:image/gif;base64,R0lGODdhVgAaAIgAAP///wAA/ywAAAAAVgAaAAACk4SPqcvtD6OctNqLs968+w+G4kiW5hOkqgqtbumu50zXNpICQZXvdG/x5SZC36nIOxgjxiVMmYQanIplcwiyRqdTakKrk37ARHHY0Vx4Neko8KwEv83YOrKLw+9667iuHWe1RyV494fXJXiod+HV96UW1MIlCckUuYVGmQmHstkp8SglysDCIzNjeLPK2ur6CgtbAAA7)називаються лінійно незалежними.

На практиці лінійну незалежність векторів перевіряють із умови, що [визначник](http://yukhym.com/uk/matritsi-ta-viznachniki/viznachniki-ta-jikh-vlastivosti-minori-dopovnennya.html" \t "_blank) складений із координат векторів відмінний від нуля. Для прикладу, якщо маємо три вектори з простору ![http://yukhym.com/images/stories/Vector/Vec2_012.gif](data:image/gif;base64,R0lGODdhMwAaAIgAAP///wAA/ywAAAAAMwAaAAACYoSPqcvtD6OctNqLZ9ic5w+G4ohsJBicR8c6acR246tedG2Y95J6sAl5ARvDHS8XXD12xgStWYq6nFONlEjFWpHLKwP6zfVKT6/4CiYDhuKnz8l+oyjpTz1bu5tx/L7/D1AAADs=), то для підтвердження їх лінійної незалежності визначник   
![http://yukhym.com/images/stories/Vector/Vec2_013.gif](data:image/gif;base64,R0lGODdheQBVAIgAAP///wAA/ywAAAAAeQBVAAAC/4SPqcvtD6OctNqLs968+w+G4haMplae6clS6/i2shOH9Ywj97fneN8B+lpC0vBoKKISgZJy0gQ8XU4a65WKerJTCdeqOqy6j7FNXL4mdVs2z90gV7JwOVwq1mKw+ZgduhYo9SdoJmhhiHdIGEE3qMj45ZchyXQnMuaUuKepENl5yQghJJqGORkGBqOGlhpnUmp6iCkL4rjaCkujt9XEG+Rr6YqUE/tK7GPMoIzcyNo8w+wJ/fNMbU17TYStna3bPewNLu79Cwz7JC082/Y9yml+p66I+474tZxrG66aP62/bt48dsf8McGyw0ywNgvfNDSYxJfEgzoS5gFIaRMHPf9AeiRE6A+VkUtLSJqk5wnkgltrRE16eOGluRsdVf7zE88FRYKAKgLEKfEXr5wsWcYMVXKWSIz/eOLh49QZRkJQp67bFfHYRKZU4n0SWuPPVohNyZ052Y7sG2wDowqMOpJr2pTSgtqAidLsuLl6927k5vcvv8Bx6xEOAvjwnsSKETFurHMw5DmPJ0t1Z/mo5MyXDXOOjPlzz9CiO5PDuzEnCdV5zwaqC1dzx2ca48J2y2pg2yltIa0UfNAl3bLZwpYKK9e0xt63ajtmF+nn1XJDgdFcvTR20t+VYyLf3HpfaOb9XHsmX/Cs7unmg59CnXFm99Ls6du/jz+//v38rxUBAAA7)  
не має бути рівний нулеві. В іншому випадку вектори будуть лінійно залежними.  
З властивостей визначників випливає, що вектори ![http://yukhym.com/images/stories/Vector/Vec2_014.gif](data:image/gif;base64,R0lGODdhVgAaAIgAAP///wAA/ywAAAAAVgAaAAACk4SPqcvtD6OctNqLs968+w+G4kiW5hOkqgqtbumu50zXNpICQZXvdG/x5SZC36nIOxgjxiVMmYQanIplcwiyRqdTakKrk37ARHHY0Vx4Neko8KwEv83YOrKLw+9667iuHWe1RyV494fXJXiod+HV96UW1MIlCckUuYVGmQmHstkp8SglysDCIzNjeLPK2ur6CgtbAAA7)будуть лінійно залежні тоді і тільки тоді, коли хоча б один з них є лінійною комбінацією інших.

Вимірність простору - це максимальна кількість лінійно незалежних векторів, що може бути у ньому. Будь-яку сукупність ![http://yukhym.com/images/stories/Vector/Vec2_015.gif](data:image/gif;base64,R0lGODdhEAAQAIgAAP///wAA/ywAAAAAEAAQAAACHYSPqcu9EQyMLVL6wHXw4OxxyJd8FmOSzsq27qsUADs=)лінійно незалежних векторів ![http://yukhym.com/images/stories/Vector/Vec2_016.gif](data:image/gif;base64,R0lGODdhEAAQAIgAAP///wAA/ywAAAAAEAAQAAACHYSPqcu9EQyMLVL6wHXw4OxxyJd8FmOSzsq27qsUADs=)-вимірного лінійного простору ![http://yukhym.com/images/stories/Vector/Vec2_017.gif](data:image/gif;base64,R0lGODdhGQAZAIgAAP///wAA/ywAAAAAGQAZAAACN4SPqcvtD6OctNoLQsgb64yBYqOVn9F1jwqmEdui8ALPEGvf5qXm9+FbAT2IIKNW2cmMoaaTUQAAOw==) називають його базисом.

1. **Властивості лінійно залежних векторів.**

*Для 2-х і 3-х вимірних векторів.*

 Два лінійно залежних вектора - колінеарні. (Колінеарні вектори - лінійно залежні.)

*Для 3-х вимірних векторів.*

 Три лінійно залежних вектора - компланарні. (Три компланарні вектора - лінійно залежні.)

*Для n -вимірних векторів.*

 n + 1 вектор завжди лінійно залежні.

1. **Приклади задач на лінійну залежність та лінійну незалежність векторів.**

**Приклад 1.** Перевірити чи будуть вектори  = (  ),  = ( ),= ( ),  = () лінійно незалежними.

Розв'язок:

Вектори будуть лінійно залежними, так як розмірність векторів менша за кількість векторів.

**Приклад 2.** Перевірити чи будуть вектори  = (),   = (),  = ( ) лінійно незалежними.

Розв'язок

І спосіб. Знайдемо значення коефіцієнтів при яких лінійна комбінація цих векторів буде дорівнювати нульовому вектору.

x1a + x2b + x3c = 0

Це векторне рівняння можна записати у вигляді системи лінійних рівнянь

|  |  |
| --- | --- |
| { | x1 + x2 = 0 |
| x1 + 2x2 - x3 = 0 |
| x1 + x3 = 0 |

Розв'яжемо цю систему, скориставшись методом Гауса

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| ( | 1 | 1 | 0 | 0 | ) | ~ |
| 1 | 2 | -1 | 0 |
| 1 | 0 | 1 | 0 |

від другого рядка віднімемо перший; від третього віднімемо перший:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| ~ | ( | 1 | 1 | 0 | 0 | ) | ~ | ( | 1 | 1 | 0 | 0 | ) | ~ |
| 1 - 1 | 2 - 1 | -1 - 0 | 0 - 0 | 0 | 1 | -1 | 0 |
| 1 - 1 | 0 - 1 | 1 - 0 | 0 - 0 | 0 | -1 | 1 | 0 |

від першого рядка віднімемо другий; до третього рядка додамо другий:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| ~ | ( | 1 - 0 | 1 - 1 | 0 - (-1) | 0 - 0 | ) | ~ | ( | 1 | 0 | 1 | 0 | ) |
| 0 | 1 | -1 | 0 | 0 | 1 | -1 | 0 |
| 0 + 0 | -1 + 1 | 1 + (-1) | 0 + 0 | 0 | 0 | 0 | 0 |

Цей розв'язок показує, що система має множину розв'язків, тобто існує ненульова комбінація значень чисел x1, x2, x3 таких, що лінійна комбінація векторів , ,  дорівнює нульовому вектору, наприклад:

-2 +  +   = 0

а це означає що вектори , ,  лінійно залежні.

ІІ спосіб. Знайдемо визначник, складений із координат векторів:

= 0

Відповідь: вектори , ,  лінійно залежні.

**Приклад 3.** Перевірити чи будуть вектори  = (),   = (),  = ( ) лінійно незалежними.

Розв'язок

І спосіб. Знайдемо значення коефіцієнтів при яких лінійна комбінація цих векторів буде дорівнювати нульовому вектору.

x1a + x2b + x3c = 0

Це векторне рівняння можна записати у вигляді системи лінійних рівнянь

|  |  |
| --- | --- |
| { | x1 + x2 = 0 |
| x1 + 2x2 - x3 = 0 |
| x1 + 2x3 = 0 |

Розв'яжемо цю систему, використовуючи метод Гауса

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| ( | 1 | 1 | 0 | 0 | ) | ~ |
| 1 | 2 | -1 | 0 |
| 1 | 0 | 2 | 0 |

від другого рядка віднімемо перший; від третього віднімемо перший:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| ~ | ( | 1 | 1 | 0 | 0 | ) | ~ | ( | 1 | 1 | 0 | 0 | ) | ~ |
| 1 - 1 | 2 - 1 | -1 - 0 | 0 - 0 | 0 | 1 | -1 | 0 |
| 1 - 1 | 0 - 1 | 2 - 0 | 0 - 0 | 0 | -1 | 2 | 0 |

До третього рядка додамо другий:

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| ~ | ( | 1 | 1 | 0 | 0 | ) |  |  |
| 0 | 1 | -1 | 0 |
| 0 | 0 | 1 | 0 |

Даний розв'язок показує, що система має єдиний розв'язок x1= 0, x2 = 0, x3 = 0, а це означає що вектори , ,  лінійно незалежні.

ІІ спосіб. Знайдемо визначник, складений із координат векторів:

0

Відповідь: вектори , ,  лінійно незалежні.